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Abstract

This thesis takes the historical weather time series of Chongqing as exper-
imental samples. Firstly, this thesis uses wavelet transform to organize
the data, and then divides the sample data into training and test sets to verify
the accuracy of the evaluation of the Naive Bayes Model. Secondly, the Naive
Bayes Model is compared with currently used machine learning models such
as SVM, XGBoost, bagging, and random forest. Finally, the results show that
the Naive Bayes Model has high stability and accuracy for the air quality
assessment of Chongqing, and it can be applied to the evaluation of urban
ambient air quality.
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1 Introduction

With the rapid development of social economy, it looks beyond dispute
that the issue about the air quality has aroused universal attention. The
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air quality is seriously degraded, and the smog phenomenon is frequent.
The serious air pollution in winter and spring leads to people’s travel dif-
ficulties or sudden illnesses, which has attracted great attention from the
country. To further interpret the trend of air changes and understand the
pollution of air quality, it is necessary to predict the air quality index in a
timely and accurate manner. When it is predicted that heavy pollution will
occur, countermeasures like reducing pollutant emissions should be taken
decisively. Consequently, scientific and accurate prediction of changes in air
quality and effective evaluation of air quality are of great guiding significance
for improving air pollution, promoting urban environmental construction, and
guiding people’s production and lifestyle. Similarly, the air quality evaluation
index is a value that combines the concentrations of several air pollutants
routinely monitored according to environmental quality standards and the
impact of various pollutants on human health, ecology, and the environment,
which can intuitively reflect the air degree of pollution. A Bayesian model
is a mathematical model wherein possibility has been used to portray all
ambiguity inside the model, such as ambiguity about outcome and also lack
of certainty about the model’s input. 10-fold cross validation would replicate
the suitable procedure 10 times, for each fit conducted on a training dataset
comprised of 90 percentage points of an overall training set picked at random,
with residual 10 percentage points using it as a verification hold out set.
Here, the air quality is predicted by using machin learning technique. Where,
this type of prediction system helps to develop the urban environments also,
with its accurate outcome. It produces the accurate result. Therefore, the
establishment of a high-precision model to predict the future air quality index,
whether it is for the prevention of air pollution or the improvement of air
quality, can provide good theoretical guidance.

Scholars at home and abroad have done a lot of research on air quality
assessment methods. It can be summarized into two types. One is traditional
mathematical model evaluation methods such as fuzzy evaluation method,
rough set, multiple linear regression, time series, etc. The other is machine
learning method.

2 Related Work

At present, there have been many traditional methods of evaluating air quality
at home and abroad. Onkal-Engin [1] evaluated the air quality of Istanbul
using fuzzy comprehensive evaluation method, Chang S C and Lee [2]
analyzed the air quality in Taiwan Province of China from 1994 to 2003 by
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using principal component analysis. Fuzzy set theory underscores the fuzzy
evaluation method. It is used to encapsulate the unknowns that arise in a
framework. As noted previously, the mechanisms involved in usability test-
ing encompass essentially fuzzified, ambiguous, dynamic, and transforming
information. This fuzzy evaluation model has advantages over conventional
methods and can help usability testing in 2 directions: The fuzzy assessment
process, which is premised on fuzzy sets, is an attractive means of designing
the ambiguity or lack of accuracy that emerges from human cognition. This
is neither arbitrary nor randomness. Zhang et al. [3] used AHP to analyze
the air quality of Qingdao from 2004 to 2013, and it equally revealed that
the air quality of Qingdao in the past 10 years had been in line with the
National Air Quality Standard II. Li [4] introduced the concepts of residual
fractional index and supplementary composite index, and proposed a new
method for synthetically calculating the comprehensive index of atmospheric
environmental quality using residual index. Li [5] and others established a
multiple regression model of air quality influencing factors in Beijing from
1999 to 2009, and obtained the conclusions of the air quality evaluation
results of multiple factors, thus further obtaining the urban green space
coverage rate and population size have a significant impact on Beijing’s air
quality. Multiple regression analysis enables users to examine the strength
of relationship between a results as well as several predictors, and the signifi-
cance of each predictor to the connection, commonly with the impact of other
predictor variables statistical significant completely eradicated [6, 7]. The
intrinsic mapping function is used in proposed model top find the relationship
between the various pollutants in urban air and air quality level. Zhang
et al. [8] evaluated the air quality in Golmud based on the matter-element
analysis theory, and the results were consistent with the status of air quality
in Golmud.

Scholars and experts at home and abroad have also conducted in-depth
research on the use of to solve environmental impacts, and have proposed
many efficient and concise machine learning algorithms [11]. In the data-
based machine learning algorithm, the neural network model has a good
prediction effect on studying air quality prediction [9–12]. Wang [13], Chen,
etc. [14] used decision tree algorithm to build an air quality evaluation system,
and use historical data of air pollutants and quality levels to establish an intel-
ligent evaluation model for air level discrimination [14]. Guo et al. [15, 16],
Hu et al. [17, 18] used support vector machine algorithm to predict air
quality. Currently, machine learning (ML) in artificial intelligence (AI) is the
most popular implementation method, while deep learning (DL) is a branch
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of machine learning (ML) and one of the most popular machine learnings
(ML) [19, 20]. Deep learning theory is expanding rapidly. Considering that
air quality monitoring data belongs to time series data, by referring to related
literature [21], the Naive Bayes Model has been widely used in time series
prediction, and achieved good prediction results.

3 Econometric Framework

This section briefly presents the DWT and SVR approaches. Both approaches
on their own are well established in the literature, and applications in this
context relying on standard specifications [22]. To classifier and categorise
the failure pattern in above power line, a difference relay selection generic
term referring on the Discrete wavelet transform approach is used. The sys-
tem starts with signals derived instantaneously both from end points of the
power line and filtered through DWT to acquire Spectral Energy. The expan-
sion for SVR is Support Vector Regression. Support Vector Regression is a
supervised learning model for forecasting distinct values. The same important
framework Support Vector Regression because it does SVMs. SVR’s basic
principle is to find the best fit line [23]. Therefore, I only provide an intuitive
introduction. In general, estimation follows a two-step procedure where the
DWT is firstly used to create an extended database that includes all decom-
position of the original predictor series; then, in a second step, this database
is used as the input for the SVR in order to identify the most important trend
components for forecasting gold returns. Since the evaluation includes a true
out-of-sample forecasting exercise, the procedure is replicated in every period
of time in which new data becomes available [24].

3.1 Discrete Wavelet Transform

3.1.1 Wavelet transform
Wavelets are function that is oscillatory with ability to attenuate to zero
rapidly. Wireless transceivers usually employ bandpass filters. The basic task
of such a filtration system in a transceiver is to constrain the frequency
band of the output voltage to the transmitting band. This guarantees that
the transceiver doesn’t really interfere with the other terminals [25]. Wavelet
transform refers to band-pass filter to filter signals at different scales. Given
ψ(t) ∈ L2(R) are space for all squared integration functions, Fourier is
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transformed into ψ̂(ω). When ψ̂(ω) meet the condition:

Cψ =

∫ ∞
−∞
|ω−1||ψ̂(ω)|2dω < +∞ (1)

Then ψ(t) is a wavelet mother function. Of which, ψ(t) should meet
ψ̂(ω = 0) = 0. That is. And then ψ̂(ω) has band pass property.

A wavelet function is formed by translation and scaling of the wavelet
mother function ψ(t), as shown in formula (2) below:

ψa,b(t) = |a|−1/2ψ
(
t− b
a

)
(2)

a, b ∈ R, a 6= 0, ψa,b(t) are sub-wavelets; a is the scale parameter, and b
is the time parameter, which reflects the translation of wavelet in time.

Wavelet transform of signal f(t) is defined as:

Wψf(a, b) = |a|−1/2
∫ ∞
−∞

f(t)ψ̂

(
t− b
a

)
dt (3)

In formula (3), ψ̂(t) is complex conjugate function of ψ(t).Wψf(a, b) are
wavelet coefficients at different locations and scales. Since the variables t, a, b
in formula are continuous, the upper formula (3) is called continuous wavelet
transform. The complex conjugate is used to justify complex numbers and
to determine the magnitude of a complicated number’s polar form. As actual
financial data are generally discrete, the parameter a, b are discrete in practice,
but this discretization is not only for time variable t. Discrete form is as
follows:

Wψf(a, b) = |a|−1/2 M t
N∑
k=1

f(k M t)ψ̂

(
k M t− b

a

)
(4)

In formula (4), N is discrete point, and M t is sampling interval.
Wψf(a, b) can reflect the characteristics of time parameter b and scale param-
eter a. And when the a is small, it has low resolution in frequency domain,
and high resolution in time domain; As the a gets bigger, it has high resolution
in frequency domain, and low resolution in time domain. Therefore, wavelet
transform can localize time-series time frequency, and analyze the local.
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Wavelet Denoising Method

Noise could interfere with effective information that might exist in the data so
that it is very important to obtain effective information from the research data
purposefully to remove the useless and interfering noise. Noise is considered
in communication research and pattern recognition as anything else that
tries to interfere with the process of communication among a speaker and a
viewers. Noise is both external and internal and it can interrupt interaction
anywhere at point. In the wavelet domain, the corresponding coefficients
of the effective signal are very large while noise corresponds to small
coefficients. The coefficients corresponding to noise in wavelet domain still
satisfy the Gaussian white noise distribution, which can be evaluated by
wavelet coefficients or raw signals, to eliminate threshold value of noise in
wavelet domain. At present, the common thresholds value includes fixed
threshold method, minimax threshold method as well as heuristic method.
Fixed Thresholding Methods is the attribute was derived from the Color
space, that also explains a paint pixel as a proportion of Hue, Density, and
Valuation. Concentration helps the reader understand a color combinations
“lightness,” to simple colour needing a concentration value of 0 and pure
mixed race needing a maximum point of just one.

After threshold selection method appearing, the threshold function is
introduced to filter the wavelet coefficients with noise. A threshold function is
a Boolean process that describes whether value equal opportunity of its input
data has exceeded a certain limit. A threshold gate is a gadget that enforces
such logic. At present, we mainly use soft threshold and hard threshold
function, which was proposed by Donoho in 1995.

Hard threshold denoising method. When the absolute value of wavelet
coefficients is less than the given threshold, it is set as 0; Conversely, it
remains the same, i.e.:

wλ =

{
w |w| ≥ λ
0 |w| < λ

(5)

Soft threshold denoising method. When the absolute value of wavelet
coefficients is less than a given threshold, it is set as 0. Conversely, the
threshold value is subtracted, i.e.:

wλ =

{
[sgn(w)](|w| − λ) |w| ≥ λ
0 |w| < λ

(6)

Hard threshold function is superior to soft threshold method in mean
square error sense, but the signal creates an extra shock, a jump point, unable



Air Quality Prediction Based on Wavelet Analysis and Machine Learning 125

to smooth the original signal well. A soft threshold is a data pre-processing
tool that lessens the Backstory in a picture by lowering Rasterization with
intensity values less than that of the threshold level. These thresholded voxels
become much more translucent during visualisation. All Framelet coefficients
greater than just a given threshold are maintained in a hard threshold, and the
remainder correlations are reduced to 0. The wavelet coefficients obtained
by soft threshold function have good continuity to make the overall signal
smoother without obvious jump point. However, the signal will be com-
pressed to produce a certain error. Therefore, in practice, it needs ceaseless
attempts for selecting better processing method to improve the estimation
accuracy.

3.2 Naive Bayes

Naive Bayes, a probabilistic classification method, is supported by solid
mathematical theory. And it has the characteristics of high classification
accuracy, simple implementation, insensitive to missing data and less esti-
mation parameters. In theory, compared with other classification algorithms,
its error rate is minimal, but it has a premise that is requirement for feature
independence. That is, each characteristic variable of the item to be classified
is independent, where there is less actual situation that can fully satisfy this
condition so that it has a slight effect on the accuracy of the classification.

The principle of Naive Bayes is that: given x = {a1, a2, . . . , an}, x
is sample to be classified, ai is characteristic variables of x, ai and x are
independent from each other, i = 1, 2, . . . , n. Given c = {ci, c2, . . . , cm}, c
is collection of categories and there is a total of m categories. To calculate
the probability of each category under the condition of x appearing and the
category with the highest probability is the final category of x, i.e.:

p(ck|x) = max{p(c1|x), p(c2|x), . . . , p(cm|x)}, k ∈ m (7)

ck is the final category of x. When calculating conditional probability,
Bayes formula and total probability formula needed, such as formula (8) and
formula (9).

p(ci|x) =
p(x|ci)p(ci)

p(x)
, i = 1, 2, . . . ,m (8)

p(x) =

m∑
i=1

p(x|ci)p(ci), i = 1, 2, . . . ,m (9)
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Of which, p(ci) is obtained from proportion of sample groups and p(x|ci)
is obtained from conditional probability of characteristic variables appearing
in the sample set.

3.3 Model Performance Evaluation

The validity of all models is evaluated by accuracy and root mean square
error in this paper. And the accuracy of each category can also be estimated
by formula TP/(TPFP), where TP indicates the number of correct estimates
while FP indicates the number of times an error has been estimated.

accuracy(y, ŷ) =
n∑
i=1

(yi = ŷi)/n, RMSE =

√√√√ n∑
i=1

(yi = ŷi)2/2 (10)

In the formula, n indicates the number of observations, ŷi represents the
predicted value and yi represents the observed data. The exact range is from
0 to 1, where 1 represents the perfect fit of observations and predictions.
When the exact value is 0, this model is invalid. The root mean square error
is the evaluation of the sample size error, indicating the difference between
the observed and predicted values. Hence, the RMSE should be 0 when the
observations fit perfectly to the predicted values.

Area under ROC curve is widely used to measure the performance of reg-
ulatory classification rules but the simple form applies only to two categories
of situations. Receiver operating characteristic curves make a comparison
responsiveness vs selectivity for the ability to anticipate a dichotomous result
across such a value range. Another measurement for test scores is the area
under ROC curve. In this paper, the definition is extended to more than two
categories by pairwise average comparison.

Given that multiple categories are labeled as 1, 2, . . . , c(c > 2), the
known classification rules give us estimated value of each probability when
each test value belongs to the corresponding classification. For any pair of
numbers at i and j level, p̂(i|x) or p̂(j|x) can be used to measure the value
of A. Therefore, Â(i|j) is defined as arbitrary extraction number at j levels
which the probability of belonging to the j level is less than the probability of
random sampling to that number at the i level. Above classification rules in
the separation of c levels of the calculation process is the same as the average
algorithm for all levels of classification.

M =
2

c(c− 1)

∑
i<j

Â(i, j) (11)
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Range of M value is from 0 to 1, where a value of 1 indicates that the
estimated data is fully fit to the actual data.

4 Experiment and Results Analysis

4.1 Data Preparation

This study uses several predictive techniques to forecast the air quality index
(AQI) for the year 2020 and selects the historical measurement data from
2015 to 2019 to train the model. Government agencies use an Air Quality
Index to inform the people how contaminated the air is here and how contam-
inated it is anticipated to be become. Pollutant emissions, transit and diffusion
of toxins by wind gusts, reactive species between many reactionary gaseous
pollutants, and removal processes including such downpours and outer layer
deposition are being used to predict quality of the air. The wavelet was used
as a pre-processing tool to decompose the original time series.

4.2 Selection of Experimental Sample Data

Although the air quality in Chongqing has improved, there is still space
for improvement. Exploring reasonable and scientific urban air quality
assessment methods is capable of finding the law of air quality change in
Chongqing, which has great scientific significance for controlling its air
pollution. The data used in the experiments in this thesis comes from the
Chongqing Municipal Air Quality Monitoring Bureau and the Chongqing
Monitoring Center, which release daily air quality monitoring information.
The sample data set of the experiment is the daily air quality data of Shanghai
from January 1, 2015 to May 24, 2020. There were a total of 1971 sample
data. Table 1 indicates some examples of air quality data in Chongqing.
The training sample data set of the experiment was randomly sampled
with a total of 1576 sample data, accounting for 80% of the total sample.
The remaining sample data is the test sample data set, which accounts for
20% of the total sample data. In the experiment, the six main air pollutants
CO, O3, N02, S02, PM 10, PM 2.5 were used as the characteristic variables
for decision-making in the machine learning algorithm model. Finally, the
evaluation results of urban air quality are used as the classification results
of the machine learning algorithm model, that is to say, six grades of
excellent, good, light pollution, moderate pollution, heavy pollution and
extremely severe pollution are used as the six classification categories of the
algorithm.
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Table 1 Part of sample data of air quality in chongqing
Air Pollutants

Date PM2.5 PM10 SO2 CO NO2 O3 Quality Grade
2019/5/11 56 94 9 1 53 168 Light Pollution
2019/6/3 38 88 10 0.9 55 218 Moderate Pollution
2019/7/1 40 68 7 1 44 223 Moderate Pollution
2019/8/12 26 55 8 0.8 44 277 Heavy Pollution
2019/9/19 13 21 5 0.8 28 32 Excellent
2019/10/22 12 17 5 0.8 30 18 Excellent
2019/11/24 24 31 6 0.7 30 23 Excellent
2019/12/9 98 138 12 1.3 67 36 Light Pollution
2020/1/3 82 124 12 1.1 62 28 Light Pollution
2020/2/8 41 51 6 0.8 23 34 Good
2020/3/5 26 37 7 0.7 28 50 Excellent
2020/4/7 37 64 8 1 54 87 Good

4.3 Empirical Results

4.3.1 Wavelet transform of data
When processing time series data, db wavelet or sym wavelet is often selected
as the wavelet base. The sym wavelet with better symmetry is the nearly
symmetric orthogonal wavelet function of db wavelet. In addition, the more
wavelet decomposition layers, the better the stationarity of the detail signal
and the approximate signal, but this will lead to a greater error in the decom-
position process, so all layers must be appropriate. Thus, this paper firstly
uses the sym4 wavelet basis to decompose the time series into four layers to
reconstruct the time series data and improve the generalization ability of the
prediction model. The trend of the reconstructed time series data is shown in
the figure below. It can be seen that the time series data after wavelet recon-
struction can effectively smooth the original data and retain its approximate
signal, for it is theoretically feasible to establish a prediction model based
on this data. Each graph represents the variable wavelet decomposition of
air prediction. It illustrates the various wavelength of air quality prediction
system. It has reconstructed time series information theoretical manner. It
can be seen that the time series after wavelet reconstruction could indeed
successfully smooth the actual information whereas retaining its estimated
signal, suggesting that a predictive algorithm relying on this data is sustain
positive.

Compare Multiple Machine Learning Evaluation Models and Analyze
Experimental Results.
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Figure 1 Variable wavelet decomposition diagram.
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Table 2 The training results comparison of wavelet transform (the time lagging one period)
Category Accuracy (P) (%)

Accuracy Light Moderate Heavy
Model (%) RMSE M Excellent Good Pollution Pollution Pollution

Random forest 100 0.00 1 100 100 100 100 100
Decision tree 60.88 0.75 0.52 11.79 97.86 0 0 0
SVM 59.49 0.75 0.50 0 100 0 0 0
bagging 100 0.00 1 100 100 100 100 100
XGBoost 85.71 0.38 0.68 68.82 99.35 67.12 44.44 33.33
Naive Bayes 95.93 0.52 0.91 91.57 98.39 95.49 86.67 80

Table 3 The forecast results comparison of wavelet transform (the time lagging one period)
Category Accuracy (P) (%)

Accuracy Light Moderate Heavy
Model (%) RMSE M Excellent Good Pollution Pollution Pollution

Random forest 61.32 0.69 0.67 17.77 94.44 3.63 0 66.67
Decision tree 59.28 0.74 0.52 10 95.72 0 0 0
SVM 59.54 0.74 0.50 0 100 0 0 0
bagging 62.45 0.73 0.59 21.11 90.59 3.63 0 0
XGBoost 54.70 0.77 0.63 8.88 85.89 10.91 0 0
Naive Bayes 95.42 0.55 0.91 91.11 98.29 96.36 63.63 100

The evaluation model is constructed by using commonly used algorithms
such as SVM, XGBoost, bagging, and random forest. Compared with Naive
Bayes Model, a 10-fold cross-validation method is used to verify the evalua-
tion performance. The experimental results are shown in Tables 2 and 3 (the
accuracy of the five models on the air quality evaluation of Chongqing).

The data in Tables 2 and 3 demonstrate that the Naive Bayes Model
has the highest accuracy for Chongqing’s air quality assessment and has
a good generalization ability,at the same time, through Figures 2 and 3,
the effectiveness of naive Bayesian method can be verified again. Through
experimental analysis:

(1) When calculating the distance of the sample data, the corresponding
weight is given according to the distance, which improves the eval-
uation accuracy of algorithms such as SVM, XGBoost, bagging, and
random forest, but the improvement is limited, and the sample data set
distribution of urban air quality is unbalanced, the number of samples
with “moderate pollution” and “extremely severe pollution” is relatively
small, so the accuracy of evaluation of algorithm models such as SVM,
XGBoost, bagging, and random forest is still lower than that of the Naive
Bayes Model.
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Figure 2 Original and predicted values of training set.

 
Figure 3 Original and predicted values of prediction set.

(2) This thesis mainly solves the problem of urban environmental air quality
evaluation. Since the air pollutants that cause the decline of urban
air quality are not independent for each other, the increase of sulfur
dioxide and nitrogen oxides will inevitably affect the rise of PM 2.5.
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As each feature variable is not independent for each other, it will affect
the accuracy of Bayesian model evaluation to some certain extent, but
considering that it has fewer data requirements and can handle large
sample data with noise and uneven distribution, it can be effectively
evaluated the city’s ambient air quality.

5 Conclusion

Evaluation of urban environmental air quality claims exceeding crucially by
an increasing number of individuals. There is no doubt that it is particularly
important for the construction of ecological civilization. Nowadays, society
is developing rapidly. The past evaluation methods are difficult to apply to
the era of information and intelligence. Machine learning comes into being
with artificial intelligence, mainly based on massive data, with intelligent
processing as the core.

This thesis firstly uses wavelet analysis to sort out the original data, and
then applies the Naive Bayes algorithm in machine learning to the evaluation
of urban environmental air quality to propose a new method of urban air
quality evaluation. In order to improve the science and rationality of the
evaluation method, through the establishment of the Naive Bayes Model to
find the intrinsic mapping relationship between various pollutants in the urban
air and the air quality level, and then select Chongqing for experimental ver-
ification. The results show that the accuracy of the air quality assessment of
Chongqing by the Naive Bayes Model is above 95% on average. This verifies
the feasibility of the Naive Bayes Model to evaluate the urban ambient air
quality. Finally, by comparing with the SVM, XGBoost, bagging and random
forest models in machine learning, it is found that the Naive Bayes Model has
the highest accuracy and is much higher than other algorithms. In general, the
Naive Bayes Model can accurately and effectively evaluate the urban ambient
air quality.
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