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Abstract

With the national carbon neutrality and carbon peaking policies proposed one
after another, this paper proposes intelligent Energy system design and power
metering based on the Energy Plan model. In this paper, the Energy PLAN
model is proposed as the basic model for energy development planning during
the 14th Five-Year Plan period, and the simulation calculation is carried out
for the energy system in 2020. The research shows that there is a large gap
between the peak and valley of power load, the peak time of power supply
and demand does not match, and the response-ability of the energy supply
department is poor. Thus, the problems to be solved in the development
of energy are determined. In addition, the accuracy of the model is further
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verified by comparing the actual data with the simulation results of Energy
PLAN, and the direction of energy structure reform is determined. By cou-
pling the NSGA-II (Non-dominated Sorting Genetic Algorithms-II) algorithm
with the development model, a dual-objective multi-time scale scheduling
model is established, which aims at the minimum operating cost and the best
energy and environmental benefit coefficient. Secondly, the proposed model
is solved using the NSGA-II algorithm. In order to ensure the diversity of
solutions and promote the Pareto front approach to the ideal Pareto front, the
fuzzy dominance method is used to perform a fast non-dominated sorting
of the population, and the maximum satisfaction method is used to select
the Pareto optimal compromise solution. Example analysis shows that when
the power demand level is L*-L*-L*, the power input under “H-M”, “M-L”
and “H-L” scenarios is 106.02 × 103, 102.73 × 103 and 94.2 × 103 GWh,
respectively. However, when the power demand level is H*-L*-L*, the power
input is always 142.64 × 103 GWh. With the decrease in the transmission
rate, the measurement data obtained by the user’s electric acquisition platform
becomes less and less, and the performance of state estimation becomes
worse. When λ = 50%, the proposed model still maintains a high estimation
accuracy.

Keywords: Energy plan, energy structure, energy and environmental bene-
fits, NSGA-II, electric power measurement.

1 Introduction

The acceleration of urbanization and industrialization leads to the consump-
tion of resources and energy, while the imbalance between energy demand
and energy consumption, low energy efficiency, and unreasonable energy
structure also aggravate the damage of the greenhouse effect on environ-
mental benefits [1]. Therefore, it is necessary to expand the utilization of
clean energy, improve the development rate of clean energy, and adopt and
research and develop emerging technologies in the exploitation and use of
fossil energy and fuel to make it cleaner and more efficient [2]. The growth
in energy demand will be met through a variety of supplies including oil,
gas, coal and renewables. As the transition to a low-carbon energy system
continues, the energy mix is changing, with renewables and gas gaining
in importance relative to oil and coal. To optimize the energy supply side,
it is urgent to meet the energy demand and carry out the low-carbon and
energy-saving energy transformation.
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At present, to solve the problem of high battery life loss during wind
power tracking and scheduling planning, Yu Yang et al. proposed a battery
energy storage group control strategy to reduce the life loss and used the
designed revolving door algorithm based on the improved Tenniushu search
algorithm to obtain the optimal compression offset, and then extracted the
wind power trend [3]. Lu Quan et al. established a coupling balance anal-
ysis model of a provincial electric-thermal integrated energy system with
multiple flexible resources. In this model, similar equipment is aggregated
first to simplify the complexity of the problem, and system security and
stability constraints such as system backup and minimum operation mode
are considered through a daily heuristic unit combination [4]. Li Chenxi
et al. established an energy system development planning model based on
the superstructure modeling method, which can be used for the development
path planning aiming at carbon peak. The model takes the regional energy
system structure and main infrastructure as the planning starting point, and
comprehensively considers the possibility and mutual substitution of vari-
ous energy supply, transformation, transmission, storage, and consumption
technologies at different periods during the planning period, to obtain the
low-carbon development technology path with the optimal total cost of the
energy system [5]. To realize the multi-energy complementary advantages
and cascade utilization of the integrated energy system of the park containing
cold, heat, electricity, and gas, Xu Yan et al., based on the project example of
an integrated energy system of a park, conducted a detailed case analysis from
the aspects of resource assessment, load forecasting, integrated energy system
modeling, optimization algorithm solving, regional energy supply station,
and pipe network planning principles [6]. Cheng Jifeng et al. quantified the
transaction risk by applying the conditional value-at-risk theory and proposed
an automatic adjustment method of the risk coefficient to achieve risk control,
to obtain the optimal surplus power inter-provincial trading plan [7].

In this paper, the Energy PLAN model is proposed as the basic model
for energy development planning during the 14th Five-Year Plan period, and
the simulation calculation is carried out for the energy system in 2020. The
research shows that there is a large gap between the peak and valley of
power load, the peak time of power supply and demand does not match,
and the response-ability of the energy supply department is poor. Thus,
the problems to be solved in the development of energy are determined. In
addition, the accuracy of the model is further verified by comparing the actual
data with the simulation results of Energy PLAN, and the direction of energy
structure reform is determined. By coupling the NSGA-II algorithm with the
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development model, a dual-objective multi-time scale scheduling model is
established, which aims at the minimum operating cost and the best energy
and environmental benefit coefficient. Secondly, the NSGA-II algorithm is
used to solve the proposed model. To ensure the diversity of solutions and
promote the approximation of the Pareto frontier to the ideal Pareto frontier,
the fuzzy dominance method is applied to fast non-domination ranking of
populations, and the maximum satisfaction method is applied to select the
optimal compromise solution of Pareto.

2 Construction of Energy Development Model

2.1 Energy PLAN Model Analysis

The Energy PLAN model, an advanced modeling tool developed specifically
for the analysis of renewable energy systems, is promoted at Aalborg Univer-
sity, Denmark.It is an hourly deterministic input-output model designed for
regional and national energy system analysis on a yearly basis. It is often used
for technical and economic analysis of energy system construction investment
in different countries, and helps scholars to provide corresponding policy
suggestions for national or regional energy strategic planning [8]. The model
focuses on different energy system simulation strategies and emphasizes
synergies between the various sectors of the entire energy system. It requires
a large amount of data and high accuracy when modeling all sectors of the
entire energy system.

The Energy PLAN model combines the input of different sectors with
the output results of the model – sub-energy consumption, critical additional
electricity production, and carbon dioxide emissions. It is divided into two
parts: energy production and energy consumption. The model structure is
shown in Figure 1. The model can perform technical or economic simulations
for different sectors, including electricity, personal and central heating, cool-
ing systems, industry, transportation, energy storage systems, and more [9].
At the same time, Energy PLAN emphasizes the impact of different energy
strategies or policies on the energy, environment, and economy of a country or
region. On this basis, the regional energy system is forecasted and evaluated,
and the optimal operation strategy is determined. It is suitable for the design
of future power system structures.

Different from the traditional Energy system simulation model, the
Energy PLAN model pays more attention to renewable energy. It can
accurately simulate a variety of renewable power generation, including
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Figure 1 Energy PLAN structure block diagram.

hydropower, wind power, photovoltaic, biomass, and more. At the same time,
based on the historical power generation data of the system, the volatility
and hourly distribution of renewable energy are considered. Therefore, it
is possible to conduct a complete simulation of the Sichuan power system
which is dominated by clean energy [10]. In addition, the Energy PLAN inte-
grates various emerging technologies such as pumped storage power stations,
hydrogen storage, and high-temperature heat pumps in the optimization of
renewable energy systems, and adopts electric energy alternative technologies
(such as electric vehicles, smart vehicles, and grid interconnection, etc.) in
the optimization of the transportation sector. Therefore, when simulating the
integration of high levels of renewable energy resources, the Energy PLAN
model can be used because it takes into account the overall and technical
details of each technology required in the study.

Technical operation refers to the system simulation by adopting different
technical simulation strategies, which are usually used to design and analyze
large-scale complex energy systems at the national level. The main criterion
in the technical operation mode is to ensure the numerical balance between
the energy use side and the energy supply side [11]. The input of various
types of energy should ensure the independent operation and the interaction
of other energy consumption of the dual supply and demand balance, all
kinds of energy are interrelated and form a whole, so on this basis, maintain
the overall energy supply and demand balance of the model to achieve the
complete operation of the model.
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2.2 Model Parameter Interpretation and Data Source

With the powerful function of the model, users can use it for technical
analysis, market transaction analysis, as well as feasibility studies, and other
purposes of energy system analysis. For the research of regional energy
transformation and alternative plans, it can make a systematic comparative
analysis between the original system and alternative plan, to assist in the
design of alternative plans based on renewable energy technology [12].

In the output results, CO2 Emissions are divided into total emissions and
local emissions, local emissions are carbon emissions generated by local
energy consumption, and total emissions include local emissions and out-
sourced carbon emissions generated through transmission transactions. Costs
are divided into fixed engineering costs (equalized to each year according to
service life), operating costs, and carbon emissions. Fuel consumption costs
(which can be subdivided into natural gas costs and other fossil energy costs),
carbon taxes, etc. Figure 2 shows.

Energy PLAN is a model to determine the input and output, to obtain
accurate simulation results, we must input accurate system parameters. Input
data of Energy PLAN is divided into three categories: demand side, supply
side, and cost side. Specific sources are summarized as follows:

(1) Demand side: The electricity demand is composed of the annual electric-
ity consumption and distribution data of the whole society. Among them,
the power consumption of the whole society is determined by the power
balance table in the Statistical Yearbook 2021, and the distribution data

Figure 2 Technical route of scenario simulation of Energy PLAN model.
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comes from the power operation situation published by the Provincial
Department of Industry and Information Technology and the regional
distribution data in the 2020 China Electric Power Yearbook [13].
Taking into account the lack of central heating in the province, the
heat demand is mainly composed of industrial heat and district heat-
ing, which is derived from the consumption of coal, natural gas, and
biomass in the energy consumption table of the Statistical Yearbook
2021. Demand in the industrial and transport sectors is dominated by tra-
ditional fossil fuels (including coal, natural gas, gasoline, jet kerosene,
diesel, and liquefied petroleum gas) and electric vehicle consumption.
This part of the data comes from the energy consumption statistics
of industrial enterprises and the comprehensive energy consumption
statistics of major non-industrial energy-consuming units in Statistical
Yearbook 2021 [14].

(2) Supply side: The power supply sector mainly includes thermal power
and renewable energy, of which thermal power includes coal-fired
power generation and biomass power generation, and renewable energy
mainly includes onshore wind power, photovoltaic power generation,
and hydropower. Input the installed capacity, efficiency, and power
generation distribution of the above-mentioned power generation tech-
nology. The installed capacity data comes from the Provincial Energy
Development Report 2020, and it is difficult to obtain the distribu-
tion data of renewable energy power generation. This part of the data
integrates the power operation situation published by the provincial
Department of Industry and Information Technology and the distribution
data in the China model published by the official Energy PLAN [15].
The heat supply mainly includes the installed capacity, fuel consump-
tion, and proportion of industrial cogeneration and heating boilers,
which is derived from the “2021 China Urban Construction Statistical
Yearbook”.

(3) Cost side: The cost is mainly divided into investment cost, operation
and maintenance cost, fuel price, and carbon trading price. This part of
the data directly refers to the cost model in the China model officially
published by Energy PLAN.

2.3 Model Result Analysis

Based on the Energy PLAN model and the above data, it is possible to
conduct a complete and comprehensive simulation of the energy system in
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Figure 3 Hourly distribution of power supply.

2020. This model will become a benchmark model and an important analysis
model for subsequent research. By analyzing the consumption, supply, and
balance of various departments in the system in 2020, the existing problems
are explored to establish the direction for optimization [16]. In addition, the
quantitative analysis of the economic, technical, and environmental perfor-
mance of the basic model can provide an important basis for the selection
of schemes. The simulation results include hourly distribution of electricity
load, hourly distribution of power generation, hourly power balance, annual
cost, and annual carbon emission, and the specific results are as follows.

In terms of power supply, as shown in Figure 3, thermal power (PP+) still
bears more than 50% of the electricity load, and renewable energy generation
shows great volatility, with sufficient supply in summer and obvious weak-
ness in winter. As mentioned earlier, renewable energy in Hunan Province
will account for 57% of the province’s total installed capacity in 2020, with
hydropower reaching 17.1 million kilowatts. The limited regulation capacity
of hydropower leads to more output in the summer flood season, while the
supply capacity decreases significantly in the winter dry season. In recent
years, the supply of thermal coal in Hunan Province has been insufficient
and the price is high, and the benefit of coal-power investment is difficult to
guarantee, and backward small units are constantly being eliminated [17].
Therefore, the installed thermal power capacity in the province gradually
declined from 23.22 million kilowatts to less than 23 million kilowatts, which
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Table 1 Comparison of energy supply simulation results with actual data
2020 Simulation Difference

Item Actual Data Result Value Error Rate
Power supply 110.53 109.44 1.09 0.99%
Conventional thermal power 47.31 46.31 1 2.11%
CHP power generation 19.13 20.01 −0.88 −4.60%
Water and electricity 28.64 28.64 0 0.00%
Wind power generation 11.42 11.42 0 0.00%
Photovoltaic power generation 4.01 4.01 0 0.00%
Heat supply 33.54 33.54 0 0.00%
Boiler heating g1 19.21 19.21 0 0.00%
Boiler heating g2 5.71 5.76 −0.05 −0.88%
CHP heating 8.73 8.67 0.06 0.69%
Household energy supply 47.67 46.94 0.73 1.53%

makes it difficult to meet the increasing electricity demand. In general, due to
the special power supply composition of Hunan Province, renewable energy
output fluctuates greatly, and the development of coal power is stagnant, so
the total power is sufficient but insufficient power supply status.

The latest and most complete system data available in this paper is the
data of 2020, so the energy system is simulated and verified based on the
data of the 2020 energy system. The actual situation and simulation results
of the main energy supply in 2020 are shown in Table 1. As shown in the
table, the model has a small error in the simulation results of electricity
and heat supply. Among them, conventional thermal power has the highest
error rate, and its simulated value is smaller than the actual value, which
may be partly due to the failure to consider grid transmission loss in this
model [18]. On the other hand, the model’s simulation of thermal power
is based on the strategy of mutual balance with cogeneration. In terms of
thermal power output management, the balance strategy of cogeneration may
be slightly different from that of conventional thermal power, thus causing
errors in the results. However, the simulation error rate does not exceed 5%,
which is considered to be in a reasonable range.

In addition, biomass power generation, power supply from other
provinces, and coal power generation are lower than the simulated value,
mainly because of the impact of various factors such as epidemic preven-
tion and control, at the beginning of the year, some enterprises stopped
production, electricity demand is not strong, renewable energy consumption
situation is grim, so the actual output of this kind of flexible adjustment power
supply has declined relative to previous years. On the whole, the simulated
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values presented in the above table differ little from the actual values, with
a maximum error of only 4.6%. In addition, considering that the epidemic
has ended in China and the resumption of work and production is advancing
steadily, it can be believed that during the “14th Five-Year PLAN” period, the
high Energy demand and production obtained by the simulation of Energy
PLAN will still be maintained, and the model has high accuracy.

3 Energy System Optimization Model Based on NSGA-II

3.1 Multi-time Scale Scheduling Model

According to the forecast curve of renewable energy output and load of the
next day, the adjustable unit output plan and unit combination within 24h of
the next day should be adjusted with 1 as the step size. Day-ahead scheduling
model aims to minimize system operating costs and optimize environmental
benefits, and takes electrical and thermal power flow constraints, unit climb
constraints, and minimum start-stop time constraints as the main constraints,
and its objective function expression is as follows [19].

min f1 =
T∑
i=1

N∑
i=1

Ce(aiP
2
i,t + biPi,t + ci) +

T∑
t=1

ChHh,t (1)

max f2 =

T∑
i=1

N∑
i=1

ηi(γi + βiPi,t + αiP
2
i,t)θi

ηi(γi + βiPi,t + αiP 2
i,t)θi + 2Ei,t

(2)

T is the total number of periods in a scheduling cycle, and N is the total
number of thermoelectric units.

(1) Power line power flow constraints

Pi,t =
∑
j∈i

(Bij · θj,t) (3)

Pij,t =
θi,t − θj,t

xij
(4)

tBii =
∑

j∈i,j ̸=i

1

xij
(5)

Bij = − 1

xij
(6)
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Bij is the branch susceptance and xij is the branch reactance.

(2) Power balance constraints
N∑
i=1

Pi,t + PWT ,t + PPV ,t + PES ,t = Pload ,t + PEB ,t + PGHP ,i,t (7)

N∑
i=1

Hi,t +HGHP ,i,t +HEB ,t = Hload ,t (8)

Where: Hi,t, HGHP ,i,t and HEB ,t respectively represent the heat release
of thermoelectric unit, GHP unit and EB during the t period;

(3) Constraints on the active power output of the unit
0 ≤ PwT,t ≤ PwT,max

0 ≤ PPV,t ≤ PPV,max

Pi,min ≤ Pi,t ≤ Pi,max(i = 1, . . . , N)

(9)

0 ≤ Hi,t ≤ Hi,max (10)

0 ≤ HGHP ,i,t ≤ HGHP ,i,max (11)

Pi,min ≤ Pi,t ≤ Pi,max (12)

Pi,min = Pbi ,min − εiHi,t (13)

Pi,max = Pbi,max − εiHi,t (14)

Where: Pbi ,min and Pbi ,max are respectively the pure condensate power
generation output of thermoelectric unit i when the boiler output is limited up
and down.

(4) Wind and light constraints

T∑
t=1

PWT,t ≥ (1− δ1)

T∑
t=1

PWT,max,t

T∑
t=1

PPV,t ≥ (1− δ2)
T∑
t=1

PPV,max,t

(15)

(5) Unit climbing constraints{
Pi,t − Pi,t−1 ≤ Ui,t−1Ri,u + (1− Ui,t−1)Pi,max

Pi,t−1 − Pi,t ≤ Ui,tRi,d + (1− Ui,t)Pi,max

(16)
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(6) The minimum start-stop time constraint of thermoelectric units{
(T on

i,t−1 − T on
i,min)(Ui,t−1 − Ui,t) ≥ 0

(T off
i,t−1 − T off

i,min)(Ui,t − Ui,t−1) ≥ 0
(17)

(7) System rotation reserve constraints
Rs,t − Pr,s,t − PwT,s,t ≥ Pr,t − PwT,t −

A∑
a=1

Pa,t

Pr,s,t = Wr · Pr,t

PwT,s,t = Wu · PwT,t

(18)

(8) Wind power, photovoltaic unit output access power constraints

PwT,i + PPV,i ≥ 0.1 · Pr,i (19)

Due to the fluctuation and uncertainty of the output and load demand
of wind power and photovoltaic units, the forecast curve in the previous
24-hour scheduling plan often has a certain error with the actual situation.
To mitigate the impact of such forecasting errors on economic and environ-
mental benefits, day-ahead scheduling plans need to be revised [20]. That
is, at the current moment, according to the forecast value of the output and
load of the wind turbine in the next few hours, the output of each turbine and
the start-stop combination are planned again. In this chapter, the intra-day
rolling adjustment period is set to 4 h, with 15 min as the adjustment step,
that is, the [t+1, t+16] period from the current period is the next adjustment
period. To avoid frequent adjustments and improve the adjustment accuracy,
the adjustment operation is only implemented when the first step of each
cycle is long [t + l, t + 2]. The scheduling objectives of intra-day 4-hour
rolling scheduling are as follows:

min f4h =
T∑
i=1

N∑
i=1

(Ui,t − Ui,t−1)Si (20)

The relevant constraints are as follows.

(1) The minimum power on and off of the unit{
0 < Tstart,i ≤ 4h

0 < Tstop,i ≤ 4h
(21)
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(2) Wind and light constraints{
∆WwT ,4 h,T ≤ λ1WwT ,24 h,T + C1

∆WPV ,4 h,T ≤ λ2WPV ,24 h,T + C2

(22)

3.2 NSGA-II Optimization Algorithm

NSGA algorithm was first proposed by scholars Srinivas and Deb in 1993.
Although this algorithm has good robustness and optimization ability, with
the increase of the number of optimization targets and the expansion of popu-
lation size, it shows the shortcomings of high computational complexity and
long solving time. Therefore, based on the NSGA algorithm, the NSGA-II
algorithm was proposed in 2002, which is an improved version of the NSGA
algorithm [21]. It can search and solve the target quickly, the solution range is
wide, and the solution speed is relatively fast. On the one hand, the crowding
degree and its comparison operator are proposed, so that individuals in the
quasi-pareto domain can be evenly distributed in the whole Pareto domain to
ensure population diversity. On the other hand, there is the combination of
parent and child populations, which preserves the excellent individuals from
the parents to the next generation. At the same time, through the stratified
storage of individuals in the population, the purpose of preserving the best
individuals and improving the population level is achieved. The improvement
of the NSGA-II algorithm is mainly reflected in the following three aspects.

(1) A fast non-dominated sorting algorithm is added to the NSGA-II
algorithm, which can greatly reduce the solving difficulty of the original
algorithm. The algorithm classifies the population and greatly improves the
solving speed.

Non-dominated sorting first calculates the objective function value of
each individual. If at least one objective function value of an individual p
is not less than that of another individual q, it is called P-dominated q. On
the contrary, p is said to be dominated by q. If p dominates q, then q is added
to the set Sp. If p is dominated by q, then np = np+1. When np = 0, it
indicates that p is not dominated by any individual, so the domination level
of individual p can be set as prank = 1, and p can be added to the optimal
front-end Fi. For each p present in front-end Fi, if Sp contains individual q
(all individuals in Sp are known to be dominated by p), then nq = nQ − 1.
When nq = 0, it indicates that q is not dominated by other individuals, so the
domination rank of individual q can be set to qrank = i + 1, and it will be
added to the set Q.
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(2) The NSGA-II algorithm introduces the elite selection strategy, which can
protect the optimal individual from being eliminated to the greatest extent, to
ensure the reliability and accuracy of optimization. In the selection process,
the elite strategy combines the parent population and child population and
stores population individuals in layers to ensure the depth and breadth of
optimization [22].

(3) The crowding degree and the crowding degree operator are added to the
NSGA-II algorithm, which can ensure the diversity of the solution set in
the optimization process to the greatest extent. By calculating the crowding
degree from the selected point to the daily scale function, and then comparing
the crowding degree operator with the calculated crowding degree in the
algorithm, the diversity of the population can be ensured and the Pareto
solution set is evenly distributed.

Suppose that the initial distance between all individuals in a population
with n individuals is 0, that is, set Fi(dj) = 0, and j represents the j individual
in the front-end Fi. Secondly, based on each objective function value, the
individuals existing in front-end Fi are sorted, I= sort (Fi, m). Let the distance
of boundary entities be infinite, i.e. I(di)=∞ and I(dn)=∞. The crowding
distance of other individuals (k = 2, . . . , n − 1) is calculated according to
the Euclidean distance formula. The calculation of crowding degree in the
algorithm is shown in Equation (23).

I(dk) = I(dk) +
I(k + 1) ·m− I(k − 1) ·m

fmax
m − fmin

m

(23)

In addition, the convergence index of the multi-objective optimiza-
tion problem is usually represented by the average value of the minimum
Euclidean distance, and the smaller the average value, the better the conver-
gence, as calculated in Formula (24).

γ =
1

Z

∑
x∈P

min{∥ x− x∗ ∥, x∗ ∈ P ∗} (24)

∆ is usually used to represent the diversity of the solution set of a multi-
objective optimization problem, and the smaller the value, the better the
diversity is as shown in the calculation formula (25):

∆ =
dc1 + dc2 +

∑Z−1
i=1 |di − d̄|

(dc1 + dc2 + (Z − 1)d̄)
(25)

The basic flow chart of the NSGA-II algorithm is shown in Figure 4.
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Figure 4 Flowchart of NSGA-II algorithm.

The solutions in the solution set X are first sorted according to the degree
of fuzzy dominance from small to large so that the Pareto optimal frontier
is closer to the ideal frontier [23]. On this basis, fuzzy set theory can be
applied to further determine the optimal compromise solution. First, the fuzzy
membership degree of the objective function satisfaction corresponding to
each non-dominated solution is expressed as follows.

λn =


1 fn ≤ fnmin

fnmax − fn
fnmax − fnmin

fnmin ≤ fn ≤ fnmax

0 fn ≥ fnmax

(26)

Secondly, the satisfaction of each non-dominant solution is standardized.

λk =

∑N
n=1 λ

k
n∑NPF

k=1

∑N
n=1 λ

k
n

(27)
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Finally, the non-dominant solution with the highest standardization satis-
faction is the optimal compromise solution.

3.3 Example Analysis

The system network is shown in Figure 5. The unit power investment cost,
equipment service life, and the number limit or capacity limit of each
equipment unit in CMIES are shown in Table 2.

Figure 5 System network diagram.

Table 2 Parameters of energy equipment
Life Investment Rated Quantitative Capacity

Equipment Span Cost Power Restriction Limitation
GT 15 7700 500 6 –
PV 25 8700 – – 30000
GB 20 420 150 200 –
WHSP 20 2200 75 400 –
EC 15 810 50 100 –
AC 15 670 200 25 –
CFB 20 4548 18750 4 –
TFRR 15 15000 670 5 –
WHB 15 200 100 300 –
TS 20 102 – – 100000
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Table 3 Configuration scenario settings
Equipment Contrast Scene Scenario 1 Scenario 2
GT × ✓ ✓
PV × × ✓
GB ✓ ✓ ✓
WHSP × ✓ ✓
EC ✓ ✓ ✓
AC × ✓ ✓
CFB × ✓ ✓
TFRR × ✓ ✓
WHB × ✓ ✓
TS × ✓ ✓

Table 4 Energy system configuration in scenario 1
Configuration Scheme

Equipment S1 S2 S3 S4 S5 Contrast Scene
GT 3 3 3 3 3 0
PV 2.0 0 0 0 0 0
GB 2.84 21.4 21.3 0 8.9 25.8
WHSP 18.41 0 0 11.7 12.67 0
EC 3.7 0.5 0.9 0.9 3.9 4.6
AC 0.4 3.8 3.5 3.5 0.7 0
CFB 61 61 61 61 61 0
TFRR 3.34 3.38 3.35 3.36 3.36 0
WHB 0 0.5 10.7 10.8 0 0
TS 25 24 14 14 26 0

This paper considers four scenarios in which associated energy and
renewable energy participate in the configuration and sets the coal mine
energy use scenario that does not consider the utilization of associated energy
and renewable energy as the control scenario. Scenario 1 considers the com-
prehensive utilization of coal gangue, gas, and exhaust wind, while Scenario 2
considers the comprehensive utilization of photovoltaic power generation
module, coal gangue, gas, and exhaust wind. The equipment configuration
and Settings in each scenario are shown in Table 3.

As shown in Table 4, the five schemes in scenario 1 are all configured
with a coal stone generator set, a gas generator set, and an exhausted-air
oxidation generator set to the maximum extent to provide electric energy to
users and minimize the increase of carbon emission equivalent caused by
air discharge of associated energy. The waste heat generated in the power
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Table 5 Energy system configuration in scenario 2
Configuration Scheme

Equipment S1 S2 S3 S4 S5 Contrast Scene
GT 3 3 3 3 3 0
PV 30 30 24 3 30 0
GB 0 19.6 4.5 20.56 3.3 25.8
WHSP 3.16 1.876 2.631 1.426 1.575 0
EC 2.5 2.5 2.5 2.36 2.5 4.6
AC 1.8 1.9 1.8 2 1.8 0
CFB 61 61 61 61 61 0
TFRR 3.34 3.38 3.35 3.36 3.36 0
WHB 24.6 0 25.1 4.6 22.9 0
TS 40 35 38 19 39 0

generation process of the power generation unit can be converted into cold
and heat energy through the waste heat boiler and absorption refrigerator to
meet the diversified energy needs of the system. Scheme S2 and Scheme
S3 are equipped with more gas boilers, and no water source heat pump is
configured. Compared with scheme S2, scheme S3 is equipped with more
waste heat boilers, so that the system waste heat can be preferentially used,
and the gas boiler is used as the backup heat source, which reduces the carbon
emission generated by the gas boiler. Scheme S1 and scheme S5 are equipped
with a small amount of gas boilers, while scheme S4 is not equipped with
gas boilers. These three schemes are equipped with more water-source heat
pumps, thus reducing the consumption of natural gas. Such a configuration
will reduce the carbon emission and economy of the system to a certain
extent.

As shown in Table 5, the coal gangue generator set, gas generator set,
and exhaust air oxidation generator set are configured in the five schemes
with maximum capacity. In this way, the associated energy of coal mines
can be utilized to the maximum extent, the cost of purchasing electricity
can be greatly reduced, and the carbon equivalent caused by energy waste
and emptying can be reduced. The waste heat generated by the generator
set in the power generation process can be further utilized and converted
into cold/heat energy through the waste heat boiler and absorption chiller
to meet the various energy needs of the system users. Option S4 is config-
ured with a smaller capacity of PV equipment and the remaining options
are configured with a maximum or slightly less maximum capacity of PV
equipment. As CMIES increases the configuration of PV equipment, it will
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help reduce the cost of power purchases during the day. At the same time, it
can also reduce the carbon emission equivalent caused by purchasing power
from the grid, which can improve the economy of the system and improve
the environmental benefits of the system to a certain extent. Scheme S1
does not consider the configuration of gas boilers and only considers the
configuration of less water source heat pumps. However, with the addition
of a larger capacity of heat storage equipment and a larger power waste heat
boiler, the system will make more use of waste heat to meet the cold/heat
requirements of the system under the configuration of this scheme. Unlike
scheme S1, Scheme S3 is equipped with a small number of gas boilers and a
slightly reduced heat storage capacity configuration. Scheme S2 and Scheme
S4 are equipped with more gas boilers. The difference is that scheme S2 does
not consider the use of waste heat boilers. Therefore, under scheme S2, the
heat load of the system depends more on the supply of gas boilers.

Electrical energy is a cumulant, that is, the accumulation of power over
some time, expressed in the form of discrete quantities.

Weffective =

N∑
k=1

u(k)i(k)∆t (28)

The active power consumed by the corresponding A, B, and C three-phase
power network is.

WSumtotal = WA +WB +WC

=
N∑
k=1

uA(k)iA(k)∆t+
N∑
k=1

uB(k)iB(k)∆t

+

N∑
k=1

uC(k)iC(k)∆t (29)

4 Result Analysis

To study the influence of the peak reversal effect of carbon emissions on
the adjustment of energy structure, eight carbon emission scenarios (“L-L”,
“L-M”, “M-L”, “M-M”, “M-M”, “M-H”, “H-L”, “H-M” and “H-H”) were
used to examine the similarities and differences and changes of local pro-
duction, input, and output of energy resources in the region under different
scenarios. In general, the results of the lower bound submodel (f−) do not
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Figure 6 Eight cases of inflows.

change with the change in carbon emission scenarios. However, for the
upper bound submodel (f+) [24], the situation is different. Taking the total
system cost during the planning period (see Figure 6) as an example, when
the carbon emission scenario changes from “M-H” to “H-L”, that is, when
the peak carbon emission gradually decreases, the total system cost will
gradually increase. The main reason is that limited by the total amount
of regional carbon emissions, more energy resources with lower carbon
emission coefficients but higher costs (natural gas, etc.) will be used in the
future [25].

The input of various energy resources (excluding heat) under the “H-M”,
“M-L” and “H-L” carbon emission scenarios during the planning period is
shown in Figure 6. As can be seen from Figure 6, under the same level of elec-
tricity demand, when the carbon emission scenario changes from “H-M” to
“H-L”, the electricity inflow either gradually decline or almost stays the same.
For example, when the power demand level is L*-L*-L*, the power inflow
in the “H-M”, “M-L” and “H-L” scenarios is 106.02 × 103, 102.73 × 103,
and 94.0 × 103 GWh, respectively. However, when the electricity demand
level is H*-L*-L*, the electricity input is always 142.64 × 103 GWh, which
does not change with the change of carbon emission scenario. In addition,
relative to the other two scenarios, the “H-L” carbon emission scenario has
the smallest electricity inflow. This is mainly due to the relatively high output
of the missing generation technologies in this scenario. In addition, as shown
in Figure 6, when the carbon emission scenario changes, only the inflow of
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Figure 7 lg(MSE) and its upper bound.

raw coal and natural gas fluctuates, and the change trend is similar to that of
the thermal production of coal-fired heating and gas combined cycle.

Figure 7 shows lg(MSE) and its upper bound at different transmission
rates. It can be seen that lg(MSE) at different transmission rates is always
lower than its upper bound. In addition, with the decrease in the transmission
rate, the error of the state estimation is increasing. When r = 75%, the upper
boundary voltage is maintained at about −5. When r = 50%, the upper
boundary voltage is maintained at about [−5, −4.5]. When r = 25%, the
upper bound voltage is maintained at about [−5, −4].
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5 Conclusion

This paper analyzes and studies the intelligent Energy system based on
the Energy PLAN model, and analyzes and validates the problems existing
in the energy system from both theoretical and practical aspects. By com-
paring the actual data and the simulation results of Energy PLAN, the
accuracy of the model is further verified, and the direction of energy struc-
ture reform is determined. By coupling the NSGA-II algorithm with the
development model, a dual-objective multi-time scale scheduling model is
established, which aims at the minimum operating cost and the best energy
and environmental benefit coefficient. Specific conclusions are as follows.

1. The error of simulation results of the Energy PLAN model for power
and heat supply is very small. Among them, conventional thermal power
has the highest error rate, and its simulation value is smaller than the
actual value, partly because the model does not consider the loss of
grid transmission. On the other hand, the model’s simulation of thermal
power is based on the strategy of mutual balance with cogeneration.
In terms of thermal power output management, the balance strategy of
cogeneration may be slightly different from that of conventional thermal
power, thus causing errors in the results. However, the simulation error
rate does not exceed 5%, which is considered to be in a reasonable range.

2. Scheme S1 does not consider the configuration of gas boilers and only
considers the configuration of less water source heat pumps. However,
with the addition of a larger capacity of heat storage equipment and
a larger power waste heat boiler, the system will make more use of
waste heat to meet the cold/heat requirements of the system under the
configuration of this scheme. Unlike scheme S1, Scheme S3 is equipped
with a small number of gas boilers and a slightly reduced heat storage
capacity configuration. Scheme S2 and Scheme S4 are equipped with
more gas boilers. The difference is that scheme S2 does not consider the
use of waste heat boilers. Therefore, under scheme S2, the heat load of
the system depends more on the supply of gas boilers.

3. When the power demand level is L*-L*-L*, the power input under the
“H-M”, “M-L” and “H-L” scenarios is 106.02 × 103, 102.73 × 103 and
94.0 × 103 GWh, respectively. However, when the electricity demand
level is H*-L*-L*, the electricity input is always 142.64 × 103 GWh,
which does not change with the change of carbon emission scenario. In
addition, relative to the other two scenarios, the “H-L” carbon emission
scenario has the smallest electricity inflow. This is mainly due to the
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relatively high output of the missing generation technologies in this
scenario. In addition, when the carbon emission scenario changes, only
the inflow of raw coal and natural gas fluctuates, and the changing
trend is similar to the changing trend of the thermal production of the
coal-fired heating and gas combined cycle.

The objective function proposed in this paper is to optimize the whole system,
and it can also be refined to the device level, so as to achieve the best
performance of a single device unit. For example, the configuration of hybrid
energy storage can be studied, and further research is expected to explore the
above areas and improve the precision through algorithm improvement.
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